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Abstract

Despite advances in large language models (LLMs) for code generation, they still struggle
to effectively utilize contextual information throughout the generation process. To tackle
this challenge, we introduce the Neural Integration of Iterative Reasoning (NIR) framework,
which offers a new method for incorporating Context Representation Vectors (CRVs) at
multiple levels within LLMs. NIR boosts the ability of these models to generate code without
the need for fine-tuning, which allows it to be used across various LLM architectures. We
evaluated NIR by testing it with LLaMA 3.1 on the MBPP dataset, focusing on the early, mid-
and deep integration stages. Our experiments show that the depth of CRV integration has
a notable impact on several aspects of code generation, including response rates, syntactic
correctness, and overall code structure. Deeper integration generally improves syntactic
accuracy and code conciseness, while mid-layer integration shows optimal performance in
semantic tasks. We report detailed evaluation metrics that assess code quality, complexity,
and structure. Our findings indicate possible trade-offs among various code quality measures
and emphasize the potential of adaptive integration strategies. Although NIR demonstrates
promising results, we also identify limitations such as dataset specificity and output inconsis-
tencies. This study contributes to understanding contextual information processing in LLMs
and might be useful for future developments in code-LLMs. We outline future research
directions, including multilayer integration and dynamic adaptation strategies.
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Chapter 1

Introduction

The field of artificial intelligence, particularly natural language processing and code genera-
tion, has seen remarkable advances in recent years Wang et al. [2021]Black et al. [2022]Brown
et al. [2020]Beltagy et al. [2020]. Large language models (LLMs) have demonstrated sig-
nificant capabilities in understanding and generating natural language and programming
code Li et al. [2023]. However, these models often struggle with maintaining a consistent
context and applying appropriate reasoning strategies across a diverse coding tasks. This
dissertation introduces and explores the concept of neural integration of iterative reasoning, a
novel approach to enhance the reasoning abilities of language models in code generation by
enhancing LLMs through mid-layer thought injection and investigating its impact.

1.1 Background on LLMs and their limitations

The evolution of language models has led to significant improvements in code generation
tasks. Models like StarCoder Li et al. [2023], Codex Chen et al. [2021], and their successors
have shown impressive results in translating natural language descriptions into functional
code in various programming languages.

However, despite these notable achievements, current language models face several
significant challenges that limit their practical applicability and reliability for real-world code
generation tasks. One major limitation is the lack of consistent adherence to the provided
context and requirements. LLMs often struggle to fully understand and incorporate the
nuances and constraints specified in the input prompt, leading to generated code that may be
syntactically correct, but semantically inconsistent or irrelevant to the desired functionality
Li et al. [2022]. Another critical issue is the limited ability of LLMs to reason about the
underlying logic and algorithmic complexity of the code they generate. Although they can
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produce code that appears to work for simple test cases, they often fail to consider edge cases,
handle complex data structures efficiently, or optimize for performance.

To address these limitations, in this dissertation, we propose a new approach, which aims
to enhance LLMs by integrating iterative reasoning through the injection of embeddings at
the intermediate layers of the model. By capturing and leveraging the step-by-step reasoning
with CoT and self-reflection and processes crucial for effective code generation, the goal is
to enable LLMs to more closely mimic the flexible and adaptive thinking of humans.

1.2 Problem Statement and Research Questions

In this research, we aim to introduce an alternative approach to guide the generation process
in LLMs using context generated through an inner-monologue stage, which we call neural
integration of iterative reasoning, to enhance the reasoning capabilities of LLMs in code
generation. Furthermore, we will offer a comprehensive comparison of our method with direct
text-level prompting, evaluating several metrics such as code correctness and compilability

The key research questions that drive this dissertation are as follows:

1. How can we enhance LLMs to better capture and emulate the iterative reasoning in a
process separate from the main code generation?

2. What is the impact of integrating thought embeddings at intermediate layers of LLMs
on their reasoning abilities and the quality of generated code?

3. How does the proposed mid-layer thought injection approach compare to existing code
generation techniques in terms of performance, context adherence, and adaptability?

4. What are the potential implications of this research for the future development of LLMs
and their application in software engineering tasks?

By addressing these research questions, we aim to contribute to the code generation
capability in LLMs and potentially as a part of a larger research for future work that can be
utilized in other NLP and multimodal tasks.

1.3 Scope and Objectives

We focus on the designing, implementation, and evaluation of the Neural Integration of
Iterative reasoning (NIR) approach, as a technique designed to enhance code generation
capabilities. The core of this work involves designing and implementing a differentiable
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architecture that enables context manipulation by injecting a proposed solution, thoughts,
and general contexts to help with solving the problem. To assess the impact of this approach,
specific metrics and evaluation methodologies will be utilized to measure the results in
both reasoning abilities and the overall quality of generated code compared with vanila
CoT direct prompting on the text level. Moreover, the effectiveness of the NIR approach
will be validated through experimentation with a variety of task complexities using Python
programming language.

1.4 Contributions of the study

We summarize our contributions as follows:

1. Integrates context representation vectors (CRVs) at various depths within the LLaMA
3.1 model without the need for fine-tuning. This approach provides insights into the
connection between contextual information and the model’s inherent generating stages.

2. Our findings show a nuanced relationship between integration depth and code quality
metrics. Notably, we observe a generally optimal-performing depth at mid-level
integration (Layer 10), that results in an optimal balance between consuming CRVs
and preserving the model’s learned representations.

3. We then highlight the potential need for developing adaptive integration strategies
where, the CRV injection layers could be dynamically adjusted based on task complex-
ity.

4. Implications for future LLM development: Insights into the potential impact of the
NIR approach on the future development of LLMs and their application in software
engineering tasks, considering aspects such as scalability, interpretability, transfer
learning potential, and ethical considerations.

5. Comparative analyses, quantitative measurements, and qualitative case studies that
demonstrate the effectiveness of the NIR approach.

6. Last but not least, we point out potential trade-offs between syntactic correctness,
complexity, and conciseness.
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1.5 Thesis Structure

The dissertation proceeds as follows:
in Chapter 2 We will provide a comprehensive assessment of the literature on both contem-
porary and conventional approaches that LLMs employ for reasoning in code development.
We then Chapter 3 introduce the proposed architecture along with the underlying theoretical
concepts.
Furthermore in Chapter 4, we describe the research methodology, including dataset prepara-
tion, preprocessing steps, and the implementation and evaluation of the proposed architecture.
Moving to Chapter 5, we cover the experimental setup, datasets, evaluation metrics, and
baseline models used for comparison.
In Chapter 6 we discuss the performance metrics, experimental results, and a detailed
analysis of the architectures.
Finally in Chapter 7 we conclude the dissertation by summarizing key findings, discussing
limitations, and proposing future research directions.



Chapter 2

Literature Review

2.1 Traditional Methods Used in LLMs for Reasoning in
Code Generation

In recent years, reasoning has emerged as a key area of research in large language models
due to the crucial need to enhance the model reliability and interpretability. Therefore, in
this section, we will thoroughly examine the methods, approaches, and architectures used to
enhance the efficiency of LLMs in reasoning, highlighting the strengths and weaknesses of
each in the context of code generation. This analysis will provide insights into the current
capabilities of LLMs, the problems they still face, and the future prospects. In addition, we
will demonstrate how our research addresses these gaps and introduces a new perspective on
reasoning.

2.1.1 Chain-of-Thought Prompting

Large Language Models (LLMs) have achieved significant advances in the NLP field, show-
ing success across various tasks such as text classification, machine translation, and question
answering. However, these models face several limitations, with one major shortcoming be-
ing their ability to reason effectively. This limitation cannot simply be resolved by increasing
the model’s size Srivastava et al. [2023].

In order to address this limitation, J. Wei et al. Wei et al. [2023] introduced the Chain
of Thoughts (CoT) prompting method. CoT encourages the model to break down tasks into
smaller components, imitating human reasoning processes. For instance, given the question:
"Soran gained 5 pounds and 3 pounds from his business, and had to pay 2 pounds in taxes.
How much did he gain?" The direct answer might be 6, but using CoT, the reasoning process
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would be: "Soran initially earned 5 pounds from his business, then gained an additional 3
pounds, totaling 8 pounds. After paying 2 pounds in taxes, his net gain is 6 pounds."

CoT has demonstrated strong potential in reasoning tasks, but its application was initially
limited to a single line of reasoning. The Google Brain team addressed this by introducing
self-consistency Wang et al. [2023], which generates multiple reasoning paths. This method
mimics the variety in human thinking when solving problems, with each path providing
an answer. The final answer is determined by majority voting among the different paths,
which boosts confidence and reduces errors. This enhancement has made CoT with self-
consistency more robust, leading to its integration into several LLMs when dealing with
reasoning problems OpenAI et al. [2024]Dubey et al. [2024].

While CoT has led to notable improvements in LLM reasoning, it has primarily been
tested on mathematical tasks. Studies like Zhou et al. [2022]Fu et al. [2022]Chae et al.
[2024]Xu et al. [2024]Qi et al. [2024] have mainly reported results within the mathematical
domain, leaving its performance in other areas unexplored. Other research, such as Kamb-
hampati et al. [2024]Wang et al. [2024]Sprague et al. [2024], suggests that CoT may be
less effective or even counterproductive in various non-mathematical domains. For example,
reasoning in code generation remains a significant challenge for LLMs.

2.1.2 Self-Reflection and Iterative Refinement

N. Shinn et al. Shinn et al. [2023] introduced the concept of Reflexion, a novel framework
for enhancing language agents through verbal reinforcement learning with a self-reflection
mechanism. Their framework consists of four components: actor, evaluator, self-reflection,
and memory, each playing a crucial role in the system. The actor, which is an LLM, generates
text based on observed states from the environment, while the evaluator assesses the quality
of this output. The self-reflection model, also an LLM, generates verbal feedback to guide
the decision-making process. Finally, Reflexion agents rely on both short-term and long-term
memory.

This framework has shown remarkable results on the HumanEval coding benchmark,
surpassing GPT-4’s 80% with a score of 91% Shinn et al. [2023]. However, a limitation
of the framework is that it only operates on the final solution directly, rather than on the
intermediate stages (thinking process), which reduces its reasoning ability. Additionally, the
framework only works with text and does not support other modalities. The framework could
be optimized by integrating self-reflection into the prompt rather than using a separate block
for it.



2.1 Traditional Methods Used in LLMs for Reasoning in Code Generation 7

2.1.3 Context-Aware Generation Methods

The context window is the maximum length of sequences that an LLM can process at once,
determined during the model’s training process, and represents a key limitation of pre-trained
models. To overcome this limitation, many researchers have begun exploring ways to extend
the context window by fine-tuning models on small datasets (or without fine-tuning), with
positional encoding becoming a focal point of attention.

The improvement began with the introduction of learnable absolute position encoding
Gehring et al. [2017] rather than the original Transformer’s absolute sinusoidal position
encoding Vaswani et al. [2017]. Additionally, relative positional encoding methods have been
developed Shaw et al. [2018], increasing performance and leading to more widely adopted
techniques such as T5 Relative Bias Raffel et al. [2023], RoPE Su et al. [2023], XPos Sun
et al. [2023], and ALiBi Press et al. [2022].

However, these methods still face the constraint of being unable to reason beyond the
context window. Studies such as Chen et al. [2023] modified RoPE by fine-tuning on small
datasets and using Position Interpolation (PI). NTK-Aware was also introduced bloc97
[2023], accounting for the loss of high frequencies, which led to further advancements such
as "Dynamic NTK" interpolation emozilla [2023] and "NTK-by-parts" interpolation bloc97
[2023]. These improvements culminated in YaRN Peng et al. [2023], a state-of-the-art
method that extended the context window after fine-tuning on less than 0.1% of the original
pre-training data Peng et al. [2023].

While these studies have made remarkable progress in expanding the context window,
allowing LLMs to process more information, the challenge remains to improve reasoning
abilities by feeding the model with relevant, structured knowledge to enhance critical thinking
and decision-making, rather than simply increasing the amount of information processed.

2.1.4 Retrieval-Augmented Generation

Retrieval-Augmented Generation (RAG) Lewis et al. [2020] is an innovative approach
in natural language processing (NLP) that combines two core components: retrieval and
generation. The retrieval phase is for finding documents that match the query and feed it to
the large language model (LLM). This approach have many advantages, since it helps the
model to extract accurate answers and reduces hallucinations by connecting responses to
references. Moreover, it eliminates the need to annotate documents with metadata Barnett
et al. [2024].

Even though RAG models offer several benefits, they still fail when presented with
questions that cannot be answered using the available documents. Furthermore, the models
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might fail to extract the correct answer from the context due to noise or contradicting
information Barnett et al. [2024]. Most importantly, in the context of reasoning, RAG
systems operate at the text level and rely on external tools such as databases and search
engines, which may not directly enhance reasoning. In addition, they are challenging to
evaluate due to the different components with varying functionalities.



Chapter 3

Proposed Architecture

3.1 Overview

Input

Query

Map

Thinking

Reasoning (CoT
and Self-reflection)

Context Extraction

CRV Generation

Generating

Integrating CRVs

Generate Output

Input Input stage

Thinking Thinking stage

Generation Generation stage

−→ Query flow
−→ CRV flow

Fig. 3.1 The generation pipeline of NIR architecture.

In NIR framework, we divide the code generation into three main steps including:

1. Querying the model

2. Thinking stage
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3. Generation stage

In figure 3.1, we illustrate the overall NIR pipeline for code generation:

3.2 Theoritical Framework

In this section, we will present the theoretical framework for the NIR architecture illustrated
in Figure 3.2 and elucidate the foundational concepts.

3.2.1 Thinking Stage

The thinking stage can be formulated as a function T that generates the query t:

t = T (q,θ) (3.1)

where:

• q ∈ Rk is the initial input query

• θ are the parameters of the thinking stage

• T : Rk×Θ→ Rm is the thinking stage function

The Algorithm 1 presents the algorithmic process taking place in this stage. Furthermore,
Figure 3.3 illustrates this stage visually.

3.2.2 CRV Generation

Let the CRVs generated from the thinking stage be defined as:

CRVi = fi(t,hi), i = 1,2, . . . ,n (3.2)

where:

• CRVi ∈ Rd×l is the i-th Context Representation Vector

• fi : Rm×Rd×l → Rd×l is the function representing the transformation at the i-th layer

• t ∈ Rm is the query generated by the thinking stage

• hi ∈ Rd×l is the hidden state at the i-th layer



3.2 Theoritical Framework 11

Algorithm 1 Thinking Stage Algorithm
Require:

question: Input question or problem statement
Ensure:

context: Generated context for the solution
pythonCode: Final Python code solution

1: procedure THINKINGSTAGE(question)
2: analysis← ANALYZE(question)
3: hints← GENERATEHINTS(analysis)
4: for all hint ∈ hints do
5: rationale,answer← GENERATERATIONALEANDANSWER(hint)
6: repeat
7: re f lection← REFLECTONRATIONALE(rationale)
8: if re f lection is Confirmed then
9: break

10: end if
11: hint← REJECTEDHINT(hint)
12: rationale,answer← GENERATERATIONALEANDANSWER(hint)
13: until re f lection is Confirmed
14: bestRationale← SELECTBESTRATIONALE(rationale)
15: repeat
16: pythonCode← SUGGESTPYTHONCODE(bestRationale)
17: review← REVIEWCODE(pythonCode)
18: if review is not Good then
19: REFINECODE(pythonCode)
20: end if
21: until review is Good
22: context← GENERATECONTEXT(pythonCode)
23: OUTPUT(context, pythonCode)
24: end for
25: return context, pythonCode
26: end procedure
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Dec 32

Dec 5

Dec 2

Dec 1

...

Dec 32 Dec 32

Dec 5 Dec 5

Dec 2 Dec 2

Dec 1 Dec 1

...

+

...

Output text token

CRV (Context)

CRV Generators

Internal Monologue

Input text token

t = T (q, θ)

First think once

Autoregressive decoding

h′
5 = [CRV5, h5] Concat at l5

o = O(q, {h′
l|l ∈ L})

Generation Stage

Thinking Stage

Fig. 3.2 An illustration of the proposed architecture. The red circles indicate concatenated
elements and the green circles represent the original elements of the hidden states.

The complete CRV stack for input t can be represented as a tensor:

CRVstack = [CRV1;CRV2; . . . ;CRVn] ∈ Rn×d×l (3.3)
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Question Analyze Hint Rationale, Answer

Reflection
& analyze
rationales

Select best rationale

Suggest a python code

Review

Generate more context for it

Output

Hint rejected

2 or more

For each hint

Confirmed

Good

Rejected

Refine

Thought trajectory planning

Rationale generation

Fig. 3.3 Illustration of the Thinking Stage process.

where:

• n is the total number of layers

• d is the dimensionality of the hidden state

• l is the sequence length

• [; ] denotes vertical stacking.

Combining equations 3.1 and 3.3

The generation of the CRV stack can then be expressed as a composition of functions:

CRVstack = F(T (q,θ),H) (3.4)

where:
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• F : Rm×Rn×d×l → Rn×d×l is the overall CRV generation function

• H = [h1;h2; . . . ;hn] ∈ Rn×d×l is the stack of all hidden states

Each CRVi can be extracted from the stack using an indexing operation:

CRVi = CRVstack[i, :, :] (3.5)

3.2.3 CRV stacking

The stacking of CRVs vertically is represented as:

CRV =


CRV1

CRV2
...

CRVn

 (3.6)

3.2.4 Dimensionality Reduction

Furthermore, a reduction in dimension can be applied. Here, we maintain a specified number
of CRVs as representatives of the context:

CRVreduced = g({CRVi}L
i=1) (3.7)

where:

• g is a selection function that chooses a subset of CRVs

• {CRVi}L
i=1 is the set of all CRVs from L layers of the model

• CRVreduced is the reduced set of selected CRVs

The function g could be implemented in various ways, such as:

• Selecting a stack of arbitrary CRVs from the decoder layers

• Selecting CRVs from specific layers (e.g., every n-th layer)

• Choosing CRVs based on a relevance metric

• Applying a dimensionality reduction technique (e.g., PCA) to the entire CRV stack

We use the first option as the g function to select the early, middle, and late layers of the
model.
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3.2.5 Integrating CRVs with Hidden States

The integration with the input embedding is formulated as:

h′i = [CRVi;hi] (3.8)

where:

• CRVi is the i-th CRV of the generated context from the thinking stage

• hi is the i-th hidden state for the generation stage

• h′i is the new hidden state after integration

• [; ] denotes concatenation

+ =

CRVi hi h′
i

Fig. 3.4 This diagram shows the pre-concatenation process of the new sequence and the
original elements of the hidden states.

In the event more than one CRV layers were used, we can generalize the integration
approach, and the final hidden states will be represented as follows:

Let M be the set of all model layers, where |M |= n.
We define I ⊆M as the set of layers where integration occurs.
Let C = {C1,C2, ...,Ck} be the set of CRV stacks, where each C j is a tensor of shape

(n,d, l j), with d being the hidden state dimension and l j the sequence length of the j-th
context.

We define the integration function Ψ for layer i as:

Ψi : Rd×l0

(
k⊎

j=1

Rd×l j

)
→ Rd×(l0+∑

k
j=1 l j)1 (3.9)

where l0 is the original sequence length and
⊎k

j=1 represent the concatenation.
Let I = {i1, i2, ..., in} be the set of indices where CRV integrations occur, ordered such

that i1 < i2 < ... < in. Now, we can define the hidden state tensor H(i) for layer i as:
1The symbol

⊎
denotes the concatenation of hidden states and CRVs. This is particularly appropriate since

sequences are essentially positionally encoded sets that are organized by indices and may include repeated
elements. Concatenation functions as the union of these sets, maintaining the original order while permitting
duplicates.
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H(i) =



h(i) if i /∈I and i < min(I )

Ψi({C j
i : j ∈ [1,k]},h(i)) if i ∈I

f
(

h(i−1)
)

otherwise

(3.10)

where:

• h(i) is the original hidden state tensor for layer i

• C j
i is the i-th layer of the j-th CRV stack

• [·, ·] denotes tensor concatenation along the sequence dimension

The sequence length L(i) at layer i is given by:

L(i) =


l0 if i < min(I )

l0 +∑
k
j=1 l j otherwise

(3.11)

The final shape of the hidden states of the model for the first round of integration can be
represented as follows:

The sequence of hidden states can be represented as

(h(0)1 ,h(0)2 , ...,h(0)i1−1,h
(1)
i1 ,h(1)i1+1, ...,h

(1)
i2−1,h

(2)
i2 , ...,h(n)in ,h(n)in+1, ...) (3.12)

For instance, if integrations happen at I = {5,7}, we can represent the sequence of hidden
states as

(h1,h2,h3,h4,h
(1)
5 ,h(1)6 ,h(2)7 ,h(2)8 , . . .) (3.13)

where the superscript indicates the number of CRV integrations that have occurred up to
that position. Algorithm 2 shows the algorithmic process of integrating CRVs.

Query Reception

The LLM receives the query Q:

Q = (q1,q2, ...,qn) (3.14)

where n is the length of the query.
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Algorithm 2 Integrate CRVs
Require:

h: Current hidden states for all layers
I: Set of indices for layers with full updates
C: Context vectors for all layers
l: Length of the prefix to be preserved

Ensure:
H: Updated hidden states for all layers

1: procedure INTEGRATECRVS(h, I,C, l)
2: H← h
3: for all i ∈ [1,num_layers] do
4: if i /∈ I and i < min(I) then
5: Hi← hi
6: else if i ∈ I then
7: Hi← INTEGRATECRVATLAYER(Ci,hi)
8: else
9: pre f ix← INTEGRATECRVATLAYER(Ci,hi[: l])[l :]

10: updatedSu f f ix← Hi−1[: l]
11: Hi← CONCATENATE(pre f ix,updatedSu f f ix)
12: end if
13: end for
14: return H
15: end procedure
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Positional Encoding Recalculation

The positional encoding is recalculated for the new sequence from layer l onward: For a
given position m and dimension d, the RoPE encoding is defined as:

RΘ,n,d =

(
cos(nθd) −sin(nθd)

sin(nθd) cos(nθd)

)
(3.15)

where θd = 10000−2d/D, and D is the total number of dimensions.

Application to Query and Key Vectors

For a query vector q and a key vector k at position m, RoPE is applied as follows:

q′ = (q1,q2, . . . ,qD) ·RΘ,m (3.16)

k′ = (k1,k2, . . . ,kD) ·RΘ,m (3.17)

where · denotes element-wise multiplication, and RΘ,m is applied to each pair of dimen-
sions.

Recalculation for Extended Sequence

After CRV integration, for the extended sequence of length n+m, where n is the original
sequence length and m is the length of the new input:

R′Θ,i,d =

(
cos(iθd) −sin(iθd)

sin(iθd) cos(iθd)

)
, i = 0, . . . ,n+m (3.18)

Updated Query and Key Computation

For the new positions in the extended sequence:

q′i = (qi,1,qi,2, . . . ,qi,D) ·R′Θ,i (3.19)

k′i = (ki,1,ki,2, . . . ,ki,D) ·R′Θ,i (3.20)

where i = 0, . . . ,n+m.
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Attention Mask Recalculation

Let Mo ∈ {0,1}B×Lo be the original attention mask, where B is the batch size and Lo is the
original sequence length. After concatenation with the CRVs, we define the updated attention
mask Mu as follows:

Mu = Φ(Mo,H) ∈ {0,1}B×Lu×Lu (3.21)

where H ∈ RB×Lu×D represents the hidden states after concatenation, Lu is the updated
sequence length, and D is the hidden state dimension. The function Φ is defined as:

Φ(Mo,H) =

Ma⊕Mo if not causal

(Ma⊕Mo)⊙C if causal
(3.22)

Here:

• Ma ∈ {1}B×(Lu−Lo) is the additional mask for CRVs

• ⊕ denotes concatenation along the sequence dimension

• ⊙ represents element-wise multiplication

• C ∈ {0,1}Lu×Lu is the causal mask defined as:

Ci j =

1 if i≥ j

0 otherwise
(3.23)

The dimensions of the tensors involved are:

Mo ∈ {0,1}B×Lo (3.24)

Ma ∈ {1}B×(Lu−Lo) (3.25)

Ma⊕Mo ∈ {0,1}B×Lu (3.26)

C ∈ {0,1}Lu×Lu (3.27)

The final updated mask Mu as shown in 3.5 is obtained by:

Mu =

(Ma⊕Mo) if not causal

(Ma⊕Mo)
T ⊙C if causal

(3.28)
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1 0 0

1 1 0

1 1 1

Original Mask (3x3)

Update

1 0 0 0 0

1 1 0 0 0

1 1 1 0 0

1 1 1 1 0

1 1 1 1 1

Updated Mask (5x5)

Red: Original 0 (no attention)

Blue: Original 1 (attention allowed)

Green: New elements (CRVs)

Fig. 3.5 Updating the causal attention mask with respect to the concatenated sequence

where T denotes tensor transposition to match the dimensions for element-wise multipli-
cation with C.

This formulation ensures that:

1. The CRVs (represented by Ma) are attended to.

2. The original attention pattern (represented by Mo) is preserved.

3. In the causal case, the mask maintains the property that position i can only attend to
positions j ≤ i.

Key-Value Cache Update

The cached key-values are updated accordingly:

K′l = [Kl; fk(h′0:n+m)] (3.29)

V ′l = [Vl; fv(h′0:n+m)] (3.30)

where:

• Kl,Vl are the original key and value matrices for layer l

• K′l ,V
′
l are the updated key and value matrices

• fk, fv are the key and value projection functions

• n is the length of the original sequence
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• m is the length of the context generated from t (thinking stage)

3.2.6 Generation Stage

The generation stage can be described by:

yt = fg(ht ,CRVreduced) (3.31)

ht+1 = fu(ht ,yt ,CRVreduced) (3.32)

where:

• fg is the generation function

• fu is the hidden state update function

• yt is the output at time step t

• ht is the hidden state at time step t

3.2.7 Overall Process

The entire process can be summarized as:

Y = F(Q,{CRVi}n
i=1) (3.33)

where:

• F represents the entire model including thinking, integration, and generation stages

• Q is the input sequence

• Y is the output sequence

Pseudocode

The pseudocode of the entire process to implement NIR algorithm is described in Algorithm
3.
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Updated Generation Process

The generation process now incorporates these changes:

yt = F(Q,h′,PE ′,M′,K′,V ′) (3.34)

where F represents the entire updated model including the integration stage and subse-
quent adjustments. We can see the complete algorithmic process in Algorithm 3.

Algorithm 3 NIR Process Algorithm
Require:

Q: Input query
θ : Model parameters
h: Initial hidden state
g: CRV reduction function
I: Set of layers for CRV integration
M: Initial attention mask
l: Sequence length
K,V : Initial key and value matrices

Ensure:
Y : Generated output sequence

1: procedure NIR(Q,θ ,h,g, I,M, l,K,V )
2: t← T (Q,θ)
3: CRV ← GENERATE_CRV(t,h)
4: CRV _stack← CREATE_CRV_STACK(CRV )
5: CRV _reduced← REDUCE_CRV_DIMENSION(CRV _stack,g)
6: H← INTEGRATE_MULTIPLE_CRVS(CRV _reduced,H, I)
7: R← RECALCULATE_POSITIONAL_ENCODING(n,d)
8: M_prime← UPDATE_ATTENTION_MASK(M, l)
9: Y ← /0

10: for t = 1 to max_sequence_length do
11: (y,H)← GENERATE(CRV _reduced,h)
12: Y .append(y)
13: if IS_END_OF_SEQUENCE(y) then
14: break
15: end if
16: end for
17: return Y
18: end procedure



Chapter 4

Methodology

4.1 Dataset Selection and Preprocessing

4.1.1 Mostly Basic Python Programming (MBPP)

The MBPP (Mostly Basic Python Programming) has been used for benchmarking the pro-
posed framework. The dataset is designed to assess the ability of the model to generate
Python code based on natural language descriptions. This dataset is the subset dataset that is
part of the evaluation results for the Meta-Llama-3.1-8B-Instruct model. The details of the
dataset are described in Appendix A and the example entry is represented in Table A.1 under
Appendix A.0.1.

4.2 Quantitative Metrics

In this part, we will explore the important metrics that help us evaluate how well the Neural
Integration of Iterative Reasoning (NIR) framework performs. These metrics provide a
comprehensive way to measure the accuracy, structure, and functionality of the generated
code.

4.2.1 Response Rate

When evaluating large language models (LLMs) for code generation, one important metric
we look at is the response rate. This metric tells us the percentage of tasks where the model
successfully generated a full response without running into problems like timeouts or internal
errors. It’s important to note, however, it does not mean that the generated code is correct;
therefore, it is always paired with other metrics.
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Response Rate =
Number of Responses Generated

Total Number of Prompts
×100

Where:

• Number of Responses Generated: This refers to how many code responses the LLM
produced, regardless of whether they were correct or complete.

• Total Number of Prompts: The total number of prompts or tasks the LLM was given to
generate code for.

4.2.2 Code Quality Metrics

Function Name Consistency

Function name consistency refers to using clear, meaningful, and consistent names for
functions in the code. A good function name should describe the task or purpose of the
function, making it easy for others (and yourself) to understand what the function does just
by looking at its name. Following common naming conventions, such as using ‘snake_case‘
for Python function names, is also important for readability and maintainability.

Inconsistent and unclear function names
# Bad Example: The function name is unclear and does not

follow Python’s naming conventions.

def DoSTUFF(a, b):

return a + b

def f(x):

print(x)

Consistent and meaningful function names
# Good Example: The function names are descriptive and follow

Python’s naming conventions.

def add_numbers(a, b):

return a + b

def print_message(message):

print(message)

Fig. 4.1 Function Name Consistency
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Syntactic Correctness

It refers to whether the generated code follows the rules and structure of the programming
language it is written in. Essentially, it checks if the code is "written correctly" according
to the syntax of the language. If the code has missing semicolons, misused parentheses, or
other syntax errors, it would fail to be syntactically correct. It is crucial to understand that
even if the logic of our code is correct, it will not run properly if there are syntax errors.

Syntactic Correctness =

1 if there are no syntax errors

0 if there are syntax errors

Cyclomatic Complexity

Cyclomatic complexity is an important software metric that helps us understand how complex
a program really is. It does this by counting the number of linearly independent paths through
the code. In simpler terms, it shows us how many decisions or branches exist in our code,
giving us insight into how challenging it might be to test, debug, or maintain.

To calculate cyclomatic complexity, we use something called a control flow graph, where:

• E: The number of edges (or transitions between nodes).

• N: The number of nodes (which are decision points or instructions).

• P: The number of connected components (independent parts of the code).

The formula for cyclomatic complexity looks like this:

Cyclomatic Complexity = E−N +2P

When we see a higher cyclomatic complexity value, it indicates that there are more
branches in our code. This usually means the code is more complex and could be harder to
maintain. A value of 1 suggests there’s just one straightforward path through the code, while
values over 10 might signal that it’s time for some refactoring. Understanding cyclomatic
complexity is crucial because it helps us gauge how testable our code is—each independent
path needs testing to ensure everything works as intended.
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4.2.3 Code Structure and Complexity Analysis

Basic Code Structure Metrics

Comment Ratio The comment ratio is an important metric which allows us to evaluate
how well-commented the code is. By dividing the number of comment lines by the total
number of lines, it calculates the proportion of comment to LoC in the generated sample.
Generally, a higher comment ratio suggests that our code is well-documented and easier to
maintain, however, sometimes if the ratio is too high it negates its effect and makes the code
difficult to understand especially when the solution is straightforward.

The formula for calculating comment ratio is:

Comment Ratio =
Number of Comment Lines

Total Lines of Code
×100

where:

• Number of Comment Lines: This counts all the lines that contain comments.

• Total Lines of Code: This includes both executable lines and comment lines.

Lines of Code The LoC number is another metric that includes both actual codes and
comments. Although, it can roughly indicate the size of the solution, it is generally better to
be used in conjunction with other metrics to provide a more reliable measurement. Under-
standing this metric is crucial as it gives us a sense of how efficient and clear our model’s
output is.

Furthermore, shorter code that effectively accomplishes its task typically indicates greater
efficiency compared to longer code that does the same job. However, it is important to
highlight the fact that extremely short code snippets could potentially lead to complexity and
lack of clarity. So we need to find an appropriate level where our code is concise enough to
be readable, but not so compact that it becomes hard to maintain.

Number of Characters The next metric we calculate is the number of characters which
counts all the characters in the generated code snippet. Generally, its characteristics are
similar to those of LoC.

Halstead Metrics

Another metric that we will evaluate our framework based on it, is a stack of a range of
various related metrics that measure the program’s complexity and maintainability called
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Halstead Metrics. These metrics include vocabulary, length, volume, difficulty, and effort
which are calculated based on the number of operators and operands in the code snippet.

As mentioned above the main components of Halstead Metrics are as follows:

• H1 - The number of unique operators in the code.

• H2 - The number of unique operands in the code.

• N1 - The total number of occurrences of operators.

• N2 - The total number of occurrences of operands.

From these components, the following Halstead metrics can be derived:

Vocabulary The vocabulary of the program is simply the sum of the number of unique
operators and operands:

Vocabulary = H1 +H2

Length The length of the program is calculated as the total occurrences of operators and
operands:

Length = N1 +N2

Volume The volume of the program represents the size of the implementation and is
calculated as:

Volume = Length× log2(Vocabulary)

Difficulty The difficulty of understanding the code is given by:

Difficulty =
H1

2
× N2

H2

Effort From the above calculated metrics, we can then calculate the effort which is a
measure of the cognitive effort required to understand or write the code:

Effort = Volume×Difficulty
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These metrics provide quantitative insights about the complexity of the code, which is
an estimation of the effort required to maintain, and assessing the overall readability and
maintainability of the codebase.

4.3 Qualitative Analysis

Qualitative metrics provides a crucial insights regarding the performance of NIR approach by
providing a more detailed understanding of the generated code’s quality, the model’s reason-
ing process and its limitations. There are multiple ways to judge and evaluate the qualitative
metrics like its code structure and readability, its understanding and implementation and
errors patterns and limitations.

4.3.1 Code Structure and Readability

This metric is primarily utilized to assess the structure and overall readability of the code
generated by the LLM using NIR approach.

This includes proper indentation, that plays a crucial role in Python where it impacts the
logic. Secondly, it also assesses the quality of the comments by the generated code, on how
well the comments are documents according to its relevance, information and placement.
Additionally, code readability is also assessed by the size of functions; as long functions are
harder to understand and maintain. Lastly, well-named variables improves code readability
and structure, this metric evaluates whether variable name follow a proper consistent and
meaningful naming convention.

4.3.2 Algorithm Understanding and Implementation

This section focuses on evaluation of the correct understanding and implementation of
algorithms, to determine if LLM’s are able to generate a logically sound, complex and
efficient code.

To measure this, the correctness of algorithms is a must. Whether the generated algorithm
correctly implements the task specified in the prompt; moreover efficiency plays an important
role where it is required to measure how well the algorithm optimizes time and space
complexity. LLM’s must be able to handle edge cases, where there are empty inputs or
boundary conditions. Lastly, it should avoid unnecessary complexity and measure whether
LLM chooses to generate an optimal algorithm for the required problem.
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4.3.3 Error Patterns and Limitations

Another way to evaluate the performance of the generated code is by identifying and analyzing
common error patterns and limitations in the code using NIR approach.

Detecting error includes, the measure of frequency of syntax, and logical errors in the
generated code; logic errors may occur where the code is syntactically correct but does not
perform the desired task. Additionally, to track the instances where LLMs generates an
incomplete code, and stops mid-function or miss critical elements of the desired task. Lastly,
to evaluate if the LLMs are overfitting, this can be measured if the generated code closely
resembles examples from the training set, and fails to generalize.





Chapter 5

Experiments and Results

5.1 Experimental Setup

This section details the configuration of our Neural Injection Reasoning (NIR) framework,
the hardware and software specifications used for our experiments, and the intermediate
processing steps employed in our study.

5.1.1 The NIR Framework Configuration

Our implementation of the NIR framework is based on the LLaMA 3.1 model, specifically
the 8 billion parameter version. Table 5.1 summarizes the key configuration details.

Table 5.1 NIR Framework Configuration

Parameter Value
Base Model LLaMA 3.1
Model Size 8 billion parameters
Architecture Decoder-only Transformer
Max New Tokens (Reasoning) 1,000
Max New Tokens (Generation) 250
CRV Integration Layers 1, 10, 23
CRV Max Length 4,096 tokens
Precision 16-bit

We chose this configuration for its balance between computational efficiency and per-
formance. The integration of Context Representation Vectors (CRVs) at layers 1, 10, and
23 allows us to examine the impact of CRV injection at early, middle, and late stages of the
model’s processing pipeline.
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5.1.2 Hardware and Software Specifications

Our experiments were conducted on a Linux-based system accessed via SSH. Figure 5.1
illustrates our hardware and software setup.

Experimental System

Hardware Software

3 NVIDIA A30 GPUs (24,576
MB each)
376 GB CPU RAM
60 GB Disk Space

CUDA 12.4
PyTorch
Transformers
Pandas
Datasets
Accelerate

Development Environment

PyCharm IDE, Jupyter Notebook

Fig. 5.1 Hardware and Software Specifications

5.1.3 Intermediate Processing Steps

Our experimental pipeline involves several key processing steps, as illustrated in Figure 5.2.
For our benchmarking experiments, we used a subset of 250 examples from our dataset.

The dataset includes instructions used by Meta for testing LLaMA 3.1, modified and aug-
mented by the Meta LLaMA 3.1 team. We made several modifications to the base imple-
mentation of the Transformer library, affecting various classes as listed in Appendix A.1.
These modifications were implemented one at a time throughout our experimentation process.
The pretrained weights for our model were obtained from Meta through the Hugging Face
platform. Our sampling configuration is detailed in Table 5.2.
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Start

Extract Query and Context

Thinking Stage

Extract Proposed Solution and Context

Integration

End

Extract query and context

Generate thoughts

Extract code and context

Integrate using NIR approach

Fig. 5.2 Intermediate Processing Steps

The sampling configuration for our experiments is outlined in Table 5.2. We set the
temperature to 0.8, which balances creativity and coherence in the generated outputs. The
do_sample parameter is set to True, enabling the model to generate diverse responses. We
generate one sequence per input to maintain consistency across our evaluations.

Table 5.2 Sampling Configuration

Parameter Value
Temperature 0.8
do_sample True
Sequences per input 1
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5.2 Quantitative metrics

5.2.1 Response Rate

The percentage of the model’s ability to generate outputs for the given queries is indicated by
the response rate where higher values are generally considered better. Table 5.3 presents the
response rates produced throughout different layer integrations of the NIR framework, as
well as the original model configuration.

Table 5.3 Response Rates Across Different Layers

Metric Layer 1 Layer 10 Layer 23 Original
Response Rate 0.5799 0.9941 0.9941 0.9941
Sample Size 169.0000 169.0000 169.0000 169.0000

Several patterns could be observed from the table 5.3 such as a notably lower response
rate for Layer 1 at 57.99%. Layers 10 and 23, as well as the original configuration, all
demonstrate a higher response rate of 99.41%. The sample size remains consistent at 169
across all configurations. These findings indicate a significant difference in response rate
between Layer 1 and the other configurations. The higher layers of the NIR framework (10
and 23) match the performance of the original model configuration in terms of response rate.

However, it is important to note that, while a high response rate is desirable, it does
not necessarily mean a high quality or correctness of the generated code. Therefore, it is
crucial to take this metric into consideration in conjunction with other code quality metrics
to thoroughly understand the performance of the model.

The following section presents the code quality metrics to assess the quality of the
generated code.

5.2.2 Code Quality Metrics

Function Name Consistency

Function name consistency measures how well the generated function names align with the
given query and test cases. Higher scores indicate a better understanding of the task. From
Table 5.4, we can see that integrating CRVs at Layer 1 achieves a function name consistency
of 95.74%. Layer 10 demonstrates perfect consistency with a score of 100%. Layer 23 shows
a slight decrease to 98.21%, while the original configuration achieves 99.40% consistency.

These findings indicate that the NIR framework maintains high function name consistency
across all layers, with Layer 10 showing the highest performance in this metric.
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Syntactic Correctness

An important part of code quality is syntactic correctness which is a core concept for
generating compilable code. Table 5.4 provides details about the syntactic correctness of
the generated code by NIR framework as well as the outputs by the model with origianl
configurations.

Table 5.4 Code Quality Metrics Across Different Layers

Metric Layer 1 Layer 10 Layer 23 Original
Syntactic Correctness 0.1915 0.8690 0.9762 0.9762
Function Name Consistency 0.9574 1.0000 0.9821 0.9940

From Table 5.4, we can observe that integrating CRVs at Layer 1 results in a syntactic
correctness of 19.15%. This score increases significantly to 86.90% when integrating CRVs
at Layer 10. The syntactic correctness increases to 97.62% at Layer 23, which is identical
to the score achieved by the original model configuration which is the standard prompting
technique in the text space. The results show a clear progression in syntactic correctness
from earlier to later layers of the model. The significant improvement from Layer 1 to Layer
10, and the further increase to Layer 23, indicates a progressive performance to generate
syntactically correct code through the model’s layers.

Next, we will present various other metrics to help understanding the performance of the
NIR architecture.

Cyclomatic Complexity

Table 5.5 presents the average cyclomatic complexity scores for code generated by the NIR
framework at different layers, as well as the original model configuration.

Table 5.5 Code Complexity Metrics Across Different Layers

Metric Layer 1 Layer 10 Layer 23 Original
Cyclomatic Complexity 0.4468 2.0714 2.5952 2.3571

The results show that integrating CRVs at Layer 1 produces code with an average
cyclomatic complexity of 0.4468. When integrating CRVs at Layer 10, we observe a
substantial increase in complexity to 2.0714. At Layer 23, the complexity further increases
to 2.5952. The original model configuration yields an average complexity of 2.3571. These
findings indicate variations in code complexity across different layers of the model. The
lower complexity observed at Layer 1 suggests that this layer may generate structurally
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simpler code compared to other layers. The complexity scores for Layer 23 and the original
configuration are relatively similar, with Layer 23 showing a slightly higher complexity.

Lower values for cyclomatic complexity generally indicate simpler, more maintainable
code. However, it is important to note that extremely low values, as seen in Layer 1,
might suggest overly simplistic solutions that may not fully address the given tasks. Higher
values, while potentially indicating more complex logic, might not be totally unrelated to a
comprehensive solution to complex problems.

In the next section we provide insights about the structural characteristics of the generated
code using a range of code structure metrics and Halstead complexity measures.

5.2.3 Code Structure and Complexity Analysis

Basic Code Structure Metrics

Table 5.6 presents the average values of various code structure metrics for the code generated
by the NIR framework at different layers, as well as the original model configuration.

Table 5.6 Code Structure Metrics Across Different Layers

Metric Layer 1 Layer 10 Layer 23 Original
Lines of Code 8.2234 11.5893 6.0952 15.7262
No. Characters 217.1596 335.9464 198.0119 535.0417
Comment Lines 0.0745 1.2262 0.3750 3.0714
Comment Ratio 0.0140 0.0852 0.0256 0.1295

The results show variations in code structure across different layers of the model. The
average lines of code (LoC) range from 6.0952 in Layer 23 to 15.7262 in the original
configuration. Layer 10 produces code with an average of 11.5893 LoC, while Layer 1
generates an average of 8.2234 LoC.

Average comment lines and ratios also vary across layers. The original configuration
shows the highest average of comment lines (3.0714) and comment ratio (0.1295), indicating
longer code documentation. Layer 10 follows with an average of 1.2262 comment lines and
a comment ratio of 0.0852. Layers 1 and 23 show lower values for both metrics.

Overall, the results show a significant variation in code structure and documentation level
across different depths of integration. The original configuration tends to produce longer,
longer comments, while the NIR framework at different layers generates more code with
varying levels of documentation.

In the following sections we will present additional complexity metrics to provide a more
comprehensive understanding of the code generated by our proposed framework.
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Halstead Complexity Measures

Basic Halstead Metrics Halstead complexity measures provide quantitative metrics for
assessing various aspects of code complexity. Table 5.7 presents the averages of basic
Halstead metrics for code generated by the NIR framework at different layers, as well as the
original model configuration.

Table 5.7 Basic Halstead Metrics Across Different Layers

Metric Layer 1 Layer 10 Layer 23 Layer orig
h1 (Distinct Operators) 2.0319 3.0357 2.8036 3.7143
h2 (Distinct Operands) 11.3511 20.6726 17.1250 32.7917
N1 (Total Operators) 4.9894 6.5774 6.2500 7.6786
N2 (Total Operands) 30.2128 49.1786 42.2321 83.3274

The results show variations in the basic Halstead metrics across different layers of the
model. The number of distinct operators (h1) ranges from 2.0319 in Layer 1 to 3.7143 in
the original configuration. Layer 10 and Layer 23 show intermediate values of 3.0357 and
2.8036 respectively. This suggests that the original configuration tends to use a more diverse
set of operators in the generated code.

For distinct operands (h2), we observe a similar pattern with the original configuration
having the highest value (32.7917), followed by Layer 10 (20.6726), Layer 23 (17.1250),
and Layer 1 (11.3511). This indicates that the original configuration and Layer 10 generate
code with a richer vocabulary of variables and constants.

The total number of operators (N1) and operands (N2) follow a similar trend, with the
original configuration showing the highest values, followed by Layer 10, Layer 23, and Layer
1. This aligns with our previous observations on code length, suggesting that the original
configuration generates longer and potentially more complex code.

We should remember that higher values in these metrics don not necessarily mean better
code quality. They merely suggest that the code is more diverse in terms of operators and
operands used. The interpretation of these metrics should be done in conjunction with other
code quality measures.

To further understand the quality of the generated codes based on Halstead metrics, we
will examine derived and complexity Halstead metrics in the next two sections.

Derived Halstead Metrics

Table 5.8 presents the derived Halstead metrics for code generated by the NIR framework
and the original model configuration to point out additional insights about the complexity
and size of the generated code.
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Table 5.8 Derived Halstead Metrics Across Different Layers

Metric Layer 1 Layer 10 Layer 23 Layer orig
Vocabulary 13.3511 23.5655 19.9286 36.5000
Length 43.7660 61.7381 54.9464 97.1905
Volume 170.4025 291.6987 252.0961 511.6619

The vocabulary metric, which is the sum of distinct operators and operands, shows
a similar trend to the basic Halstead metrics. The original configuration has the highest
vocabulary (36.5000), followed by Layer 10 (23.5655), Layer 23 (19.9286), and Layer 1
(13.3511). This suggests that the original configuration generates code with the most diverse
set of operators and operands, while Layer 1 produces the least diverse code.

The length metric, representing the total number of operators and operands, follows a
similar pattern. The original configuration generates the longest code (97.1905), followed
by Layer 10 (61.7381), Layer 23 (54.9464), and Layer 1 (43.7660). This aligns with our
previous observations on code length from the basic code structure metrics.

The volume metric, which combines vocabulary and length to estimate the size of the
implementation, shows the most significant differences between layers. The original configu-
ration has the highest volume (511.6619), more than three times that of Layer 1 (170.4025).
Layers 10 and 23 show intermediate values of 291.6987 and 252.0961 respectively.

Table 5.8 provides more nuanced insights into the code complexity and it shows that the
original configuration of the model generally generates more verbose and potentially more
complex codes which is not unlikely to negatively affect the quality of the generated code.

In the next part, we examine the complexity Halstead metrics to provide estimates of the
difficulty, effort, and time required to understand and implement the generated code

Complexity Halstead Metrics Table 5.9 presents the complexity Halstead metrics for code
generated. These metrics provide estimates of the difficulty and effort required to understand
and implement the generated code.

Table 5.9 Complexity Halstead Metrics Across Different Layers

Metric Layer 1 Layer 10 Layer 23 Layer orig
Difficulty 2.6944 3.8036 3.7718 4.8205
Effort 732.6550 1431.2053 1712.3707 2925.4783

The difficulty metric, which estimates the complexity of the program in terms of error-
proneness and understanding, shows a general increase from Layer 1 to the original configu-
ration. Layer 1 has the lowest difficulty (2.6944), while the original configuration has the
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highest (4.8205). Layers 10 and 23 show similar intermediate values of 3.8036 and 3.7718
respectively.

The next metric which is the effort, estimates the effort required to develop or maintain
the program and follows a similar trend. The original configuration shows the highest effort
(2925), which is nearly four times that of Layer 1 (732). Layers 10 and 23 show intermediate
values of 1431 and 1712 respectively. This substantial difference suggests that the code
generated by the original configuration might require significantly more mental effort to
develop or maintain compared with integration of CRVs at different layers in NIR framework.

5.3 Qualitative Analysis

5.3.1 Code Structure and Readability

Examining the code generated by Layer 10 of our NIR framework for the task of checking
distinct elements in a tuple, we observe:

1 def check_distinct(tup):
2 return len(tup) == len(set(tup))

This solution demonstrates a concise and elegant approach to the problem. The use of
Python’s built-in set data structure showcases an understanding of efficient data manipu-
lation. The one-line implementation is both readable and efficient, directly comparing the
length of the original tuple with the length of its set representation. Comparing this to the
original model’s output:

1 def check_distinct(numbers):
2 """ Checks if all numbers in the tuple are distinct.
3 Args:
4 numbers (tuple): A tuple of integers.
5 Returns:
6 bool: True if all numbers are distinct , False otherwise.
7 """
8 return len(numbers) == len(set(numbers))

We notice that while the core logic remains identical, the original model includes a detailed
docstring. This addition enhances code readability and maintainability, especially in a
collaborative or long-term project setting. However, for simple functions like this, the
NIR framework’s output might be preferred in scenarios where conciseness is valued over
extensive documentation.
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5.3.2 Algorithm Understanding and Implementation

The NIR framework demonstrates a solid grasp of the problem and implements an efficient
solution. The thought process revealed in the trajectories_and_context_10 shows a
systematic approach to problem-solving:

1. Problem understanding: "Write a function that checks if all elements in a tuple are
distinct."

2. Algorithm consideration: Initially considered a counting-based approach, which was
later optimized.

3. Edge case consideration: Empty tuples and single-element tuples were explicitly
considered.

4. Solution refinement: The initial counting-based solution was replaced with a more
efficient set-based approach.

This thought process indicates that the NIR framework is capable of considering multiple
approaches and refining its solution, mimicking human-like problem-solving strategies.

5.3.3 Error Patterns and Limitations

While the generated code is correct and efficient, we observed some limitations in the overall
process:

• Output parsing: There were challenges in consistently extracting code snippets from
the generated output, which could lead to difficulties in automated evaluation processes.

• Context generation incompleteness: Due to token limitations, sometimes the context
generation remained incomplete. This could potentially impact the quality of solutions
for more complex problems that require a fuller context understanding.

• Inconsistent output format: The model sometimes deviated from expected output
patterns, which could complicate automated testing and integration processes.

These issues, while not directly affecting the code quality in this case, highlight areas for
potential improvement in the NIR framework’s output consistency and completeness.
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5.3.4 Qualitative Analysis Implications

We can point out different key points as a result of the above analysis and evaluations in the
previous sections:

1. However the proposed framework appears to generate functional and accurate codes in
the samples, to generalize the results of the functionality of the framework, further in-
vestigation would be necessary across a range of programming languages and difficulty
levels.

2. We observe a potential trade-off between code conciseness and documentation and
therefore it might require more in-depth study to find the optimal balance or devising a
dynamic approach to selectively decide whether the code needs documentation or not.

3. The framework shows the adherence to the thought processes in both thinking and
generation stages. However, additional research might be necessary to thoroughly
assess its performance across different tasks.

4. We see certain inconsistencies in the output format and completeness. Addressing
these issues could potentially improve the framework’s performance, although the
extent of this improvement would need to be empirically verified.

It is important to note that these observations are based on a limited set of examples and
would require more extensive testing to confirm their generalizability.

5.4 Ablation Studies

Throughout our experiments, we conducted a series of ablation studies that focused on the
impact of CRV integration at different layers of the LLaMA 3.1 model. Our Ablation studies
evaluate the code quality metrics by integrating CRVs at three different layers: 1, 10, and 23.
The original model without CRV integration served as our baseline. All experiments used
the MBPP dataset for consistency.

5.4.1 Results

We have provided the results of this study in 5.3, 5.4, 5.5, 5.6, 5.7, 5.8, and 5.9 tables,
including the key performance metrics for each ablation condition.
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5.4.2 Analysis

The results suggest that CRV integration at different layers has varying effects on model
performance:

• Response Rate: As shown in Table 5.3, Layer 1 integration exhibits a notably lower
response rate (0.5799) compared to other layers and the original model (all at 0.9941).
This suggests that early integration may impede the model’s ability to generate re-
sponses consistently.

• Code Quality: Table 5.4 indicates that syntactic correctness improves as we move from
Layer 1 (0.1915) to Layer 23 (0.9762), matching the original model’s performance.
Function name consistency is highest at Layer 10 (1.0000), slightly outperforming the
original model (0.9940).

• Code Complexity: The cyclomatic complexity (Table 5.5) increases from Layer 1
(0.4468) to Layer 23 (2.5952), with Layer 10 (2.0714) being closest to the original
model (2.3571). This suggests that deeper integration may lead to more complex code
structures.

• Code Structure: Table 5.6 shows varying trends across layers. Layer 23 generates
the most concise code (6.0952 lines), while the original model produces the longest
(15.7262 lines). Comment ratios are generally lower in the NIR framework compared
to the original model.

• Halstead Metrics: The basic Halstead metrics (Table 5.7) show a general increase
from Layer 1 to the original model, indicating more diverse and numerous operators
and operands. This trend is shown in the derived Halstead metrics (Table 5.8), with
vocabulary, length, and volume all increasing.

• Complexity Halstead Metrics: Table 5.9 shows that difficulty and effort generally
increase from Layer 1 to the original model, suggesting that deeper integration and the
original model produce more complex code that may require more effort to understand
and maintain.

5.4.3 Ablation Studies Implications

These ablation studies reveal several important points:

1. The depth of CRV integration significantly impacts various aspects of code generation,
from response rates to code complexity.
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2. Layer 1 integration generally underperforms across most metrics, indicating that very
early integration may not be optimal for capturing and utilizing contextual information
effectively.

3. Layer 10 integration often strikes a balance between the extremes, sometimes outper-
forming both Layer 23 and the original model in certain metrics (e.g., function name
consistency).

4. While deeper integration (Layer 23) and the original model tend to produce more
complex code, they also achieve higher syntactic correctness.

These findings suggest that the optimal layer for CRV integration may depend on the specific
requirements of the task at hand. For applications prioritizing code simplicity and conciseness,
earlier integration (around Layer 10) might be preferable. However, for tasks requiring high
syntactic correctness and potentially more complex solutions, later integration or the original
model might be more suitable. It’s important to note that these results are based on the
MBPP dataset and may not generalize to all types of programming tasks. Further research
across diverse programming challenges and larger datasets would be necessary to draw more
definitive conclusions about the optimal CRV integration strategy.

In the next chapter, we discuss the results and provide insights on the quantitative metrics
calculated for our proposed framework on the sample dataset.
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Discussion

6.1 Interpretation of Results

Insights about the performance of our proposed framework across a range of metrics are
provided in the experimental results. The integration of Context Representation Vectors
(CRVs) at different layers of the LLaMA 3.1 model yielded varying outcomes, which might
indicate the necessity for careful interpretation.

6.1.1 Response Rate and Code Quality

The response rate remained consistently high (99.41%) for Layer 10, Layer 23, and the
original model configuration, while Layer 1 showed a notably lower rate of 57.99%. This
suggests that early integration of CRVs might result in the model’s inability to generate
responses consistently. This disruption could be attributed to the premature injection of
high-level contextual information before the model has had the chance to form its own basic
representations of the input. However, the high response rates for deeper layers show that the
NIR framework can maintain the model’s generative capabilities in these configurations.

Regarding code quality, syntactic correctness improved progressively from Layer 1
(19.15%) to Layer 23 (97.62%), matching the original model’s performance. This trend
suggests that deeper integration of CRVs might enhance the model’s ability to generate
syntactically correct code. Function name consistency reached its peak at Layer 10 (100%),
slightly outperforming the original model (99.40%), which could indicate an optimal balance
for this particular aspect of code generation. This suggests that mid-level integration reflect
a balance between leveraging contextual information and preserving the model’s inherent
language generation capabilities.
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The results regarding the Layer 10 integration may be explained by the hierarchical
nature of neural network representations. At this depth, the model has likely formed robust
intermediate representations of the input, making it more receptive to the injection of high-
level contextual information without overwhelming its processing pipeline.

6.1.2 Code Complexity and Structure

The cyclomatic complexity increased from Layer 1 (0.4468) to Layer 23 (2.5952), with Layer
10 (2.0714) being closest to the original model (2.3571). This trend suggests that deeper
CRV integration may lead to more complex code structures, potentially reflecting a more
sophisticated understanding of the programming tasks.

Interestingly, as CRV integration moved deeper into the network, the code structure
metrics revealed that Layer 23 generated the most concise code (6.0952 lines on average),
while the original model produced the longest (15.7262 lines). This could indicate that the
NIR framework, especially at deeper layers, allows the model to leverage more sophisticated
reasoning patterns.

6.1.3 Implications for Model Architecture and Training

These findings have profound implications for the design and training of language models
for code generation:

Adaptive Integration Strategies

The varying performance across layers suggests that an adaptive CRV integration strategy
could be beneficial. For instance, a model could dynamically adjust the depth of integration
based on the complexity of the programming task at hand. Simple tasks might benefit from
shallower integration, while more complex problems could leverage deeper integration for
more sophisticated reasoning.

Hierarchical Context Processing

The performance of mid-layer integration (Layer 10) hints at the potential for hierarchical
context processing in language models. Future architectures could incorporate explicit
mechanisms for processing and integrating contextual information at multiple levels of
abstraction, potentially leading to more robust and versatile code generation capabilities.
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Balancing Complexity and Conciseness

The inverse relationship between code complexity and conciseness observed in deeper
layers (particularly Layer 23) raises interesting questions about the nature of "optimal" code
generation. It suggests that models might benefit from training objectives that explicitly
balance structural complexity with expression conciseness, potentially leading to more
elegant and maintainable code outputs.

6.2 Limitations of the Current Approach

While these results can show us promising hints toward exploring more novel ideas to
improve LLMs, there are still several limitations that must be acknowledged:

6.2.1 Model and Dataset Limitations

Dataset

The study primarily used the MBPP dataset, which, while valuable, might not encompass
the full range of real-world programming scenarios. To fully assess the NIR framework’s
effectiveness, it needs to be tested on a wider variety of programming problems and languages.

Generalization to Other Models

The study’s results are specific to the LLaMA 3.1 model. To understand how broadly
applicable the NIR framework is, further research is needed to explore its effectiveness with
other model architectures. This could reveal if the observed patterns hold true across different
language models.

Practical Applications

This research mainly focuses on immediate performance metrics. To understand how CRV
integration impacts model behavior over time, more studies are necessary to investigate more
practical applications. This includes exploring potential fine-tuning strategies that could
optimize CRV integration for practical use cases.
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6.2.2 Output Inconsistencies

The analysis revealed some inconsistencies in output format and completeness, particularly
in parsing code snippets from generated output. This could potentially impact automated
evaluation processes and practical applications of the framework.

6.2.3 Context Generation Incompleteness

Due to token limitations, the context generation sometimes remained incomplete. This
could affect the quality of solutions for more complex problems that require a fuller context
understanding.

6.2.4 Trade-offs in Code Characteristics

The results indicate potential trade-offs between code conciseness, complexity, and docu-
mentation. While the NIR framework often generated more concise code, it also tended to
produce less documentation compared to the original model. The optimal balance between
these characteristics may vary depending on specific use cases and preferences.

In the next chapter we provide a conclusion over this research and mention potential
future research directions to further investigate this approach.
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Conclusion and Future Work

7.1 Summary of key findings

We propossed a new LLM framework called Neural Integration of Iterative Reasoning (NIR)
that integrates context representation vectors (CRV) at different layers of the LLaMA 3.1
model to guide the generation process of the model and potentially enhance reasoning. We
summarize our findings as follows.

• The clear performance in the response rates between Layer 1 (57.99%) and deeper
layers (99.41%) suggests a critical threshold in early processing stages where contextual
information can be effectively integrated without disrupting the model’s generative
capabilities.

• The constant improvement shown in the evalutation of syntactic correctness from Layer
1 (19.15%) to Layer 23 (97.62%) indicates a potential correlation between deeper
integration and the model’s ability to adhere to language-specific syntax rules.

• The peak in function name consistency at Layer 10 (100%), which slightly outperforms
the original model, hints at an optimal depth for semantic understanding in the context
of naming conventions. This is probably due to the fact that naming convention
representations could be captured in the early layers of the model as they require less
cognitive effort to understand and are easier to capture.

• The inverse relationship between code conciseness and integration depth, with Layer
23 producing the most concise code (6.0952 lines on average) while maintaining other
metrics rather good or roughly equal compared to other layers, suggests that deeper
integration might enable more abstract reasoning and efficient solution expression.
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Based on these results, we find that the depth of CRV integration significantly impacts various
aspects of code generation, from response rates to code complexity and structure.

7.2 Implications for LLM development

The results of this study offer potential useful insights that could be considered in the future
development of Large Language Models in code generation:

7.2.1 Adaptive Architecture Design

By dynamically adjusting integration depth of CRVs based on task complexity, LLMs could
become more efficient and context-aware. This adaptive approach would allow models to
optimally allocate computational resources for different tasks.

7.2.2 Hierarchical Contextual Processing

The model’s performance during mid-layer integration, particularly at Layer 10, hints that it
is worth stuying the explicit hierarchical contextual processing modeling in LLMs. Future
architectures might use distinct processing stages for different levels of abstraction, such as
syntactic details and higher-level semantic concepts.

7.3 Potential future research directions

7.3.1 Future Research Directions

In section 5.2 we calculated quantitative metrics for our proposed framework which in turn
raises some interesting research questions. Here we summarize the most important ideas for
further exploration.

Qeustions

• Multi-layer Integration: Exploring the effects of simultaneous CRV integration at
multiple layers could uncover more sophisticated integration strategies.

• Study the effects of integrating the CRVs in multiple rounds.

• Dynamic Integration: Developing mechanisms for dynamically adjusting the depth and
intensity of CRV integration based on task complexity and other contextual factors.
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• Explore the outcomes of maintaining a memory manager which can integrate or remove
CRVs at arbitrary iterations and generation steps.

• How would the pooling over the neighboring CRV layers affect the model performance?

• How can we change the thinking stage and integrate it into the model architecture
rather than mere prompt engineering?

• Assessing the framework’s performance based on pass@1

• A more comprehensive evaluation of the NIR framework across a diverse range of
programming tasks.

• Apply the framework to other pre-trained LLMs such as Qwen-72B-Instruct, Phi-3,
and similar open-source LLMs.

We conclude our study by reiterating the core concepts of our findings that show potential
for improving code generation, but also highlights the need for balance among different
performance metrics. Our findings may contribute to understanding context use in LLMs
and could lead to developing more advanced coding assistants.
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Appendix A

Dataset Structure

The dataset contains information about the performance of the model on the MBPP task.
Each entry in the dataset includes the following columns:

1. task_type: This is "Generative" for the MBPP task, as it requires the model to generate
code.

2. task_name: This is "mbpp" which describes this specific dataset.

3. input_question: The natural language description of the programming task.

4. input_final_prompt: The complete prompt provided to the model, including additional
context or instructions.

5. input_correct_responses: The expected correct Python code solution(s) for the given
task.

6. output_prediction_text: The actual code generated by the Meta-Llama-3.1-8B-
Instruct model in response to the prompt.

7. is_correct: A boolean value indicating whether output of the model matches the
expected solution.

A.0.1 Example Entry
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Field Value

task_type Generative

task_name mbpp

input_question Write a Python function to find the sum of all even numbers in a
list.

input_final_prompt Write a Python function to find the sum of all even numbers in a
list. Your function should take a list of integers as input and
return the sum of all even numbers in that list.

input_correct_responses

1 def sum_even_numbers(numbers):
2 return sum(num for num in numbers if

num % 2 == 0)
3

output_prediction_text

1 def sum_even_numbers(numbers):
2 return sum(num for num in numbers if

num % 2 == 0)
3

is_correct true

Table A.1 Example Entry for MBPP Dataset

A.1 Model Modifications

In our implementation of the NIR framework, we made several modifications to the base
Transformer library. These changes affected various classes and functions within the LLaMA
model architecture. The following list details the specific components that were modified:

1. LLaMA SDPA Attention: We adjusted the scaled dot-product attention mechanism
to make it compatible with the integration of Context Representation Vectors (CRVs).

2. LLaMA Attention: The general attention mechanism was modified to handle the
additional context after concatentation of CRVs during the forward pass.

3. LLaMA Rotary Embedding: We adapted the rotary embedding function to be updated
after CRV injection process.
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4. Apply Rotary Positional Encoding Function: This function was updated to ensure
the correctness of positional encoding after concatenating CRVs.

5. LLaMADecoderLayer Class: We modified this class to include the CRV integration
step at arbitrary layers and made it compatible with all other modified classes.

6. LLaMAModel Class: The main model class was updated to handle the concatenation
of CRVs through the network and manage the process.

7. LLaMAForCausalLM Class: We adjusted this class to ensure proper handling of
CRVs during the causal language modeling task.

These modifications were implemented incrementally while experimenting the NIR
framework. The changes allow for the seamless integration of CRVs at different depths of the
model, which allows us to study the impact of context injection on the model’s performance
in code generation tasks.
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